No. 5302
CEPR/EABCN No. 24/2005

SHORT-RUN ITALIAN GDP
FORECASTING AND
REAL-TIME DATA

Roberto Golinelli and Giuseppe Parigi

INTERNATIONAL MACROECONOMICS
SHORT-RUN ITALIAN GDP FORECASTING AND REAL-TIME DATA

Roberto Golinelli, Università di Bologna
Giuseppe Parigi, Banca d'Italia

Discussion Paper No. 5302
CEPR/EABCN No. 24/2005

October 2005

Centre for Economic Policy Research
90–98 Goswell Rd, London EC1V 7RR, UK
Tel: (44 20) 7878 2900, Fax: (44 20) 7878 2999
Email: cepr@cepr.org, Website: www.cepr.org

This Discussion Paper is issued under the auspices of the Centre’s research programme in INTERNATIONAL MACROECONOMICS. Any opinions expressed here are those of the author(s) and not those of the Centre for Economic Policy Research. Research disseminated by CEPR may include views on policy, but the Centre itself takes no institutional policy positions.

The Centre for Economic Policy Research was established in 1983 as a private educational charity, to promote independent analysis and public discussion of open economies and the relations among them. It is pluralist and non-partisan, bringing economic research to bear on the analysis of medium- and long-run policy questions. Institutional (core) finance for the Centre has been provided through major grants from the Economic and Social Research Council, under which an ESRC Resource Centre operates within CEPR; the Esmée Fairbairn Charitable Trust; and the Bank of England. These organizations do not give prior review to the Centre’s publications, nor do they necessarily endorse the views expressed therein.

These Discussion Papers often represent preliminary or incomplete work, circulated to encourage discussion and comment. Citation and use of such a paper should take account of its provisional character.

Copyright: Roberto Golinelli and Giuseppe Parigi
Short-Run Italian GDP Forecasting and Real-Time Data*

National accounts statistics undergo a process of revisions over time because of the accumulation of information and, less frequently, of deeper changes, as new definitions, new methodologies etc. are implemented. In this paper we try to characterise the revision process of the data of Italian GDP as published by the national statistical office (ISTAT) in the stream of the noise models literature. The analysis shows that this task can be better accomplished by concentrating on the growth rates of the data instead of the levels. Another issue tackled in the paper concerns the informative content of the preliminary releases vis a vis an intermediate vintage supposed to embody all statistical information (or no longer revisable as far as purely statistical changes are concerned) and the latest vintage of the data, supposed to be the definitive one. The analysis of the news models in differences is based on the comparison of the forecasting performance of the preliminary releases with that of a number of one step ahead forecasts computed from alternative models, ranging from very simple univariate to multivariate specifications based on indicators (bridge models). Results show that, for the intermediate vintage, the preliminary version is the better forecast, while the latest vintage, which embodies statistical as well as definitional revisions, may be better characterised by considering both the preliminary version and the bridge models forecasts.

JEL Classification: C22, C53, C82 and E10
Keywords: consistent vintages, predictions of ‘actual’ GDP, preliminary GDP forecasting and real-time data set for Italian GDP
*The publication of this Paper is funded by the Euro Area Business Cycle Network (www.eabcn.org). This Network provides a forum for the better understanding of the euro area business cycle, linking academic researchers and researchers in central banks and other policy institutions involved in the empirical analysis of the euro area business cycle.

Submitted 19 September 2005
SHORT-RUN ITALIAN GDP FORECASTING AND REAL-TIME DATA

by Roberto Golinelli* and Giuseppe Parigi**

Abstract
National accounts statistics undergo a process of revisions over time because of the accumulation of information and, less frequently, of deeper changes, as new definitions, new methodologies etc. are implemented. In this paper we try to characterise the revision process of the data of Italian GDP as published by the national statistical office (ISTAT) in the stream of the noise models literature. The analysis shows that this task can be better accomplished by concentrating on the growth rates of the data instead of the levels. Another issue tackled in the paper concerns the informative content of the preliminary releases vis a vis an intermediate vintage supposed to embody all statistical information (or no longer revisable as far as purely statistical changes are concerned) and the latest vintage of the data, supposed to be the definitive one. The analysis of the news models in differences is based on the comparison of the forecasting performance of the preliminary releases with that of a number of one step-ahead forecasts computed from alternative models, ranging from very simple univariate to multivariate specifications based on indicators (bridge models). Results show that, for the intermediate vintage, the preliminary version is the better forecast, while the latest vintage, which embodies statistical as well as definitional revisions, may be better characterised by considering both the preliminary version and the bridge models forecasts.

Index
1. Introduction .......................................................... 2
2. The real-time data set for Italy ...................................................... 3
   2.1 Basic concepts and definitions ................................................. 3
   2.2 A preliminary inspection of data ............................................... 6
   2.3 The revision process of GDP data ............................................. 8
3. Model-based GDP forecasts in real-time ........................................ 10
   3.1 The empirical framework and in-sample analysis ......................... 10
   3.2 The models ability to forecast preliminary GDP .......................... 15
   3.3 Model specification and estimation along different GDP vintages .......... 16
4. Outturns vs. models to forecast “actual” GDP ............................... 18
5. Conclusions .................................................................................. 22
References .................................................................................... 24
Appendix 1: The indicators database .................................................. 27

This version: July 30th 2005

JEL classification: C53, C22, C82, E010

Keywords: Real-time data set for Italian GDP, consistent vintages, preliminary GDP forecasting, predictions of “actual” GDP.

* Department of Economics, University of Bologna, Italy (golinell@spbo.unibo.it)
** Research Department, Bank of Italy (giuseppe.parigi@bancaditalia.it)
1. **Introduction**¹

Decision makers in different branches of the economy (business, governments, central banks, traders in financial markets, etc.) operate in real-time, and their choices are based on the early understanding of the state of the economic activity (generally measured by real GDP). When a new GDP series is released by statistical agencies, practitioners typically base their analyses of the short-run economic evolution only on these data and update all previous work correspondingly (both analyses and forecasts). Two broad assumptions lay at the roots of such practice: (a) when new measurements of GDP are issued, their growth rates embody all the relevant information (in the sense that levels *per se* do not carry useful insights); (b) though preliminary, first-published GDP growth rates deliver the only valid description of the actual economic situation: previous forecasts for that period are no longer informative and are discarded. This paper try to investigate the statistical appropriateness of these two hypotheses with reference to the Italian case but, in doing so, we introduce a methodological approach that can also be applied to other countries.

It is a matter of fact that statistical agencies usually and frequently revise their estimates of economic aggregates as new information becomes available. The first set of national accounts (NA, hereafter) estimates for a given period may be generally revised several times. Therefore, an assessment of the validity of hypotheses sub (a) and (b) should be made by using the whole historical information set of what has been published in real-time (*i.e.* the whole set of revisions).

Real-time analyses are not new in the literature: since the beginning of the 50s, many researchers have dealt with the implication of data revisions for forecasting (mainly for the US case). During the recent years the number of contributions has sharply increased also because of the availability of large - internet-downloadable - data sets (Dean Croushore and Tom Stark pioneered, in the late 90s, this practice with the US real-time data set posted at the Fed of Philadelphia web site).

The aim of this paper is twofold. Firstly, we want to assess the existence of valid relationships among different GDP provisional measurements, by taking into account both

---

¹ Paper presented at the CEPR-EABCN 5th Workshop: “Needed: A Real Time Database for the Euro-Area”, Brussels, National Bank of Belgium, 13-14 June 2005. We are grateful to Fabio Busetti, Tommaso Di Fonzo, Daniele Garbarino, David Hendry, Stefano Siviero, Giovanni Veronese and workshop participants for comments and suggestions. The views contained here are those of the authors only and do not necessarily reflect those of the institutions for which they work.
levels and growth rates. Such analyses imply an arbitrary definition of a new variable measuring GDP levels released over time. In short, we show that there is enough evidence (at least for the Italian case) supporting the statistical appropriateness of disregarding levels: both preliminary and intermediate versions of GDP are never cointegrated with the latest available (actual) GDP levels, supposed to be no longer revisable.

Secondly, conditional on previous findings, we interpret preliminary growth rates as predictions of the actual GDP data, and assess their forecasting ability with respect to a number of alternative models. Although a very high weight should be placed on preliminary data, we find that the prediction of the latest available Italian data could be improved by combining preliminary releases and one step-ahead forecasts.²

The paper is organised as follows. Section 2 describes main definitions used in this paper with the help of a schematic representation of a typical real-time data set. In particular, we distinguish between the definitions of “vintage” and “outturn”, and discuss alternative ways to measure real-time levels. These definitions are then applied to the Italian GDP, and results from preliminary analyses of the data are presented. In Section 3 we describe the framework used in the real-time forecasting exercise (with random walk, ARIMA, leading indicators and bridge models), then we assess the ability of alternative one-quarter ahead model-based predictions in forecasting the preliminary GDP release. In Section 4 we compare the ability of both the first GDP release and model-based predictions in forecasting “actual” GDP data. In doing so, we also make tests of forecast encompassing in order to assess whether practitioners should either discard their forecasts as soon as preliminary GDP data are released, or combine the two. Finally, Section 5 concludes.

2. The real-time data set for Italy

2.1 Basic concepts and definitions

Statistical agencies often revise GDP data because of statistical and definitional changes (in our paper, as in most of the literature, we concentrate on quarterly data). Statistical changes stem from the availability of additional information as time elapses, and generally only concern the most recent quarters. Definitional changes (in the base year, and/or due to methodological reforms such as changes in classification) are more pervasive and

² After the seminal studies of Rettore and Trivellato (1986), and Bordignon and Trivellato (1989), the Italian case has been recently analysed by Faust et al. (2005).
occur at discrete times, say every four-eight years (depending on the country and the period) involving a retrospective change of the whole historical sample.

In this paper, we define each GDP series of the real-time data set in Table 1 as \( o^v \), where \( o = 1, 2, ..., T+f \) is the outturn index; \( v = 1, 2, ..., f \) is the vintage index (\( f \) labels the final, *i.e.* latest available, vintage); \( t = 1, 2, ..., T+f \) is the period index. In the data matrix reported in Table 1, rows are periods, columns are vintages (*i.e.* \( y^v \) is the GDP time series over the period 1 to \( T+v \) published by the statistical agency in its issue \( v \)), and diagonals are outturns. The sequence of observations \( y_{T+1}^1 \ y_{T+2}^2 \ y_{T+3}^3 \ ... \ y_{T+f}^f \) is the time series of the first outturn \( y^1 \) of GDP data that have never been revised, while the time series of the second outturn \( y^2 \) contains data that have all been revised once, and so on.\(^3\) The structure of Table 1 reflects the way in which real-time data sets are usually stored.\(^4\)

**Table 1 here**

The \( T^{th} \)-period row splits the data matrix in Table 1 into two parts: the first \((T \times f)\) sub-matrix merges all vintage series for a common period with no missing values. In other words, \( T \) is the latest possible period until which all vintages in the data set have values. In particular, the first vintage has only one quarter after \( T \); the second vintage has two quarters and so on until the last vintage, the \( f \)-th one, which has \( f \) values. In the case of Italy as the official quarterly data start from 1970 Q1, the last quarter of the first vintage in our data set is 1988 Q1 so that \( T = 73 \) (in the same way, \( T = 74 \) for the USA and \( T = 25 \) for the UK). GDP levels of the same vintage \( v \) reflect the state-of-the-knowledge at \( T+v \) and refer to different stages of the revision process. The growth rates of the \( v^{th} \) vintage is given by:

\[
\delta^v_{T+1} = 100 \times \left( \frac{\delta^v_{T+1}}{\delta^v_{T+1-1}} - 1 \right), \text{ where } o' = o+1, \text{ and } t = 2, 3, ..., T+v.
\]


\(^4\) See the real time datasets for the US (http://www.phil.frb.org/econ/forecast/reaindex.html) and for the UK (http://www.bankofengland.co.uk/statistics/gdpdatabase/). The matrix representation of the real-time data set in Busetti (2001, Table 1) and in Patterson and Heravi (1991, Table 1) is defined exactly as the opposite of our Table 1: outturns are in columns, and vintages are in diagonals. Koenig et al. (2003, appendix) report a similar structure, but start from growth rates instead of levels for reasons that we describe in paragraph 2.3.
The GDP time series by vintage, in levels $y^v$ or in quarterly growth rates $dy^v$, can be used as they are published, in modelling and in forecasting with the only caveat of their provisional nature.

The values on the diagonals in Table 1 come from different vintages (e.g. different base-years, classification, etc.) and it clearly makes no sense to compute their growth rates. In the real-time literature, this problem is avoided by building a matrix of growth rates ($o^v dy$) instead of levels$. In this way, the values on the diagonals are directly the growth rates computed consistently for each vintage. We define $o^v dy$ as the $o^{th}$ outturn growth rate within vintages (growth-within, hereafter); in this case the time series of the first outturn of GDP growth-within ($o^v dy$ for $t = T+1, T+2, ..., T+f$) is the sequence of the growth rates computed on the preliminary GDP series published by the statistical agency.$^6$

In the real-time context the use of levels of a series (see paragraph 2.3), requires a preliminary transformation of the data in order to remove the heterogeneity effects induced by definitional changes. This can be done in two alternative ways: by using rescaling factors (e.g. normalising to a common base period or deflating values at current prices with common base-period price indexes); by applying the regression approach (see Patterson and Heravi, 1991). While the first method is clear and simple, in the second one $o^v y^v$ should be modelled (e.g. how to account for integration-cointegration data properties) and its application in further econometric analyses raises problems of generated regressors.

The practice of rescaling series to a common base-period is needed for comparisons (rescaled data reflect cumulative growth rates since the base period; see for example, the country GDP volume index in 1995 base published by the IMF International Financial Statistics). However, in the real-time case, rescaling is fairly restrictive because it assumes that all vintages are consistent in the base period $\tau$ (i.e. vintages in $\tau$ are supposed to differ only because of different base years; when this is not true rescaling and vintage effects are confused, see Patterson and Heravi, 1991). The transformed series can be computed from the ratios (where $\tau = 1$ is assumed to be the beginning of the sample):

$^5$ Growth rates are originally used in Steckler (1967), Mankiw et al. (1984) and in Mankiw and Shapiro (1986); more recently, in Croushore and Stark (2003), Koenig et al. (2003), Swanson and van Dijk (2004) for the US; Castle and Ellis (2002), Garratt and Vahey (2004) for the UK; Roodenburg (2004) for the Netherlands; De la Rocque et al. (2004) for Brazil; Faust et al. (2005) for the G7 countries.

$^6$ When we collect the time series for the $o^{th}$ outturn of GDP growth rates we assume that they are not affected by different definitions and methodological changes (see Mork, 1997); however, Garratt and Vahey (2004) and Swanson and van Dijk (2004) find non constancy and non linearity due to the revision process.
\[ o^x_t = o^y_t / o^y_{t-1}. \]

Since \( T \) is usually large, it seems reasonable to assume that, in the first period, the levels of various vintages differ only because of different base years; in effects, this is the case of the Italian, American and English data sets.\(^7\)

The normalisation could be applied to all \( o^y_t \) data of Table 1, but for real-time data revisions analysis we focus only on the \((f \times f)\) upper triangular sub-matrix of \( o^x_t \), where \( t=T+1, T+2, ..., T+f, \) and \( v=1, 2, ..., f. \) The corresponding growth rates may be defined as the time series of the \( o^{th} \) outturn of growth rates between vintages (growth-between, hereafter):

\[ o^dx_t = 100 \times \left( o^x_t / o^x_{t-1} - 1 \right), \]

where \( v' = v-1, \) and \( t = T+2, T+3, ..., T+f-o+1. \)

As growth-between data are affected by short-run macroeconomic patterns as well as revisions, they are not used by practitioners, which usually prefer growth-within data for their analyses of the business cycle. So we propose a second definition of GDP levels, say \( o^z_t, \) which is consistent across vintages and preserves growth-within information:

\[ o^z_t = o^z_{t-1} \times \left( 1 + o^dy_t / 100 \right), \]

where \( t = T+2, T+3, ..., T+f-o+1. \)

In this case the time series of the levels of the \( o^{th} \) outturn, \( o^z, \) can be computed by iterating the formula above starting from the initial condition \( o^z_{T+1} = o^x_{T+1}. \) It is easy to see that in \( T+1 \) \( o^z_t \) levels are equal to those of \( o^x_t \) and their growth rates coincide with growth-within data.

2.2 A preliminary inspection of data

Concepts and definitions of the previous paragraph can be applied to the data set of GDP vintages issued by the Italian Statistical Agency (ISTAT). The first vintage of our data-set \( (v=1) \) reports GDP data from 1970 Q1 to 1988 Q2, while the latest available vintage \( (v=f=67) \) reports data from 1970 Q1 to 2004 Q4. From 1988 to 2004, Italian NA experienced five benchmark revisions: base-year change from 1980 to 1985, involving 12 vintages; base-year change from 1985 to 1990, 31 vintages; preliminary changes from SEC 79 to SEC 95, and base-year change from 1990 to 1995, 43 vintages; complete retrospective SEC 95 data, from 1970 Q1, 51 vintages (since the 55th vintage GDP unit was proportionately transformed

---

\(^7\) If GDP levels at current prices reflect the revisions of interest, rescaling may be accomplished by computing GDP at constant prices with a deflator expressed in the same base period for all vintages (see Patterson, 2002). With this method the normalised constant price GDP levels are conditional on the specific choice of the deflator and no longer match actual data.
into the euro). Finally, since the 60th vintage GDP levels are adjusted for trading days. Table 2 summarises the main features of the Italian real-time data set.

Table 2 here

In paragraph 2.1 we suggested two alternative measurements of vintage-consistent GDP levels, both from published \(^\text{y}\), series: \(^\text{x}\) (obtained by rescaling) and \(^\text{z}\) (obtained by cumulating GDP growth-within). For simplicity, in Figure 1 only seven of such variables for our data set are reported: the first log-outturns of both x- and z-type data \(^1\text{x}, ^1\text{z}\), the corresponding intermediate fourth and eighth outturns \(^4\text{x}, ^4\text{z}, ^8\text{x}, ^8\text{z}\) that should embody the main portion of the statistical revisions, and the finally revised data (i.e. the latest available vintage, \(^x\)).

Figure 1 here

Different data transformations are reported in each row of graphs. The first row depicts the patterns of GDP log-levels, the second row both the differences among the first, the fourth and the eighth outturn log-levels and the latest available vintage (i.e. the revision with respect to the latest available data of the first, the fourth and the eighth outturn). The third row plots GDP growth-between and growth-within, along with the growth rates of the latest available vintage. Some preliminary findings can be summarised as follows.

1) Alternative GDP levels in the upper panel appears to be integrated stochastic processes, as suggested by a wide range of unit-root tests results (not reported). Since the first differences of all the series (in the lower panel) appear to be stationary, both outturns and latest available GDP log-levels are first-order integrated, I(1).

2) In the central panel of Figure 1, total revisions (measured by the log-difference between the first, the fourth and the eighth outturn and the latest available vintage) are very persistent over time: definitional revisions permanently move away actual GDP from z-outturn levels, but the fact that \(\log(^z/x)\) levels converge to a constant, imply their convergence in growth rates.

---

8 The revision process for the Italian quarterly national accounts data is described in Giovannini (1993), Di Fonzo et al. (2002), and Lupi and Peracchi (2003).
3) The variances of the first, the fourth and the eighth outturns growth rates are all very similar and unrelated with $o$ (Figure 1, lower panel): the p-values of alternative tests for equality of their variances are about 20% (for x data) and 80% (for z data). However, the growth-within variances are significantly smaller than the growth-between ones, probably because of the presence of large outliers in x-outturns, mainly for the first release.

In general, findings 1 and 2 suggest that cointegration analysis should be based on alternative level definitions (i.e. both x and z data). Findings 2 and 3 show that relevant revisions makes both x- and z-outturn levels incompatible with the latest available series; growth-between ($^0dx$) data appear inconsistent over time with the official GDP figures.

2.3 The revision process of GDP data

The aim of this section is twofold: (i) to characterise the data-revision process for Italy with appropriate statistical analysis, and (ii) to suggest what kind of data (either levels or growth rates) is better to use when GDP data are released.

Following the seminal paper by Mankiw and Shapiro (1986), a large part of the real-time literature exploits growth-within data instead of levels; levels however are still used by a different branch of the literature, where cointegration techniques are applied. We merge these two approaches by setting a model where I(1) outturn levels and I(0) growth rates are both included in cointegrated VAR models. The analysis is applied to the Italian real-time data set described above, and is organised in subsequent steps, from univariate to multivariate, in order to cross-validate results of different approaches.

At the beginning the stationarity of both sequential and total revisions is evaluated according to the Elliott et al. (1996) test, respectively in the upper and in the lower panel of Table 3. Sequential revisions are defined as the logs of the ratio between two successive outturns; total revisions are the logs of the ratio between one outturn and the latest available vintage. If either sequential or total revisions are stationary, the involved outturn/latest available levels are (1, -1) cointegrated. The statistics for $^0x$ are in the third column; those for cumulated growth-within $^0z$ in the fifth column.

Table 3 here

---

9 Recent contributions are Garratt and Vahey (2004), Swanson and van Dijk (2004), and Faust, et al. (2005).
The outcomes of the tests are fairly clear: the sequential revisions for $^0x$ are often stationary, while those for $^0z$ are always integrated; total revisions are non stationary, as shown in the second row of Figure 1. In other terms, a cointegrated level relationship is only detected for the $x$ (i.e. rescaled) log-levels released in the first two years. Latest available levels ($x^{67}$) do not cointegrate with outturn levels (both $^0x$ and $^0z$) because of benchmark revisions, which sometimes imply relevant changes in the measurement system. This is what basically motivates the use of growth rates by practitioners.

The same results can be obtained by considering the less restrictive Johansen (1995) approach for all the eight $x$-outturns together. In particular, results in the first row of Table 4 show that sequential revisions of $x$ levels are stationary (similar results for the US industrial production index are in Patterson, 2000, and for the UK quarterly GNP in Patterson, 2002). Moreover, after a number of not rejected restrictions are imposed to the VAR (in the last column of Table 4) the eighth outturn $^8x$ appears to be the only weak exogenous variable of the system (the only permanent component of the first eight $x$-outturns, see Patterson, 2003). The statistical (sequential) revisions of $x$ levels are only transitory because, during the first two years of releases, the accumulation of new information allows the Italian statistical agency (ISTAT) to reduce the noise embodied in the preliminary $x$-outturn levels.

Table 4 here

Results do not change if we omit from the VAR a number of $x$ outturns, for example by keeping only the preliminary (the first) and two intermediate (the fourth and the eighth) outturns (see the second and the third row of Table 4). The latest available vintage $x^{67}$ does not seem to play any role in the level relationships, thus confirming the results reported in the lower panel of Table 3. The inclusion of the latest available vintage does not increase the cointegration rank because these data embody a different stochastic trend from the one driving the first eight outturns.

If we make the same kind of experiment with the $z$-levels (that cumulate GDP growth-within) the absence of cointegration in the two systems is never rejected (fourth and fifth rows in Table 4) and corroborates the findings in Table 3. When we put together $x$- and $z$-outturns (preliminary and intermediate) and the latest available data (see the sixth row of Table 4), the inclusion of the $z$-outturn levels does not increase the rank (always equal to one) of the VAR (third row).
As a final remark, the analysis of the time series properties of the revisions of the Italian GDP data has shown that it is difficult to find a relationship between the levels of a series (however transformed to account for heterogeneity) and growth-within data. In other terms, growth rates of preliminary estimates, \( \Delta \log(1z) \), seem to be not affected statistical revisions, \( \log(1x/8x) \), thus supporting the practice of concentrating on growth rates rather than levels.

Moreover, in all exercises described above the inclusion of the latest available vintage does not lead to any level relationship with other levels, essentially because benchmark revisions often embody deeper changes that may completely alter the properties of a series. In this context, it may be interesting to try an assessment about the informative content of one-step ahead GDP growth forecasts, along with that of preliminary releases, in order to predict the growth of fully revised data. If the news (or rational forecast) model is valid, “actual” (i.e. after that many revised data are released) GDP growth should be unpredictable by using any other information available at the time of the first outturn (see Mankiw et al., 1984, Mankiw and Shapiro, 1986, and Faust et al., 2005). Given that Busetti (2001) and Faust et al. (2005) clearly reject the news model for the Italian case, in the next Sections we will assess this topic in a real-time forecasting framework.

3. Model-based GDP forecasts in real-time

In this Section we describe the empirical framework to forecast GDP in real time, and to assess the ability of alternative econometric models to predict the first outturn, i.e. the GDP growth rate of the first release. Paragraph 3.1 reviews main methodological issues involved by the construction of our forecasting tools and reports main estimation results; paragraph 3.2 assesses our models forecasting performance in real-time for the period 1991-2004.

3.1 The empirical framework and in-sample analysis

In order to set up an empirical framework to mimic as close as possible the real-time forecasting activity, we need three basic ingredients: (1) a real-time data set representing the data availability at any given date in the past; (2) a number of models covering a wide range of the trade-off between simple and complex models; (3) some behavioural assumptions about the researcher real-time model building activity.

Since GDP can be predicted with the help of leading and coincident indicators, we have built a data set of quantitative and qualitative (survey) indicators, chosen according to their reliability and timeliness characteristics (for a similar data set see Faust et al., 2005). In
Appendix 1 the variables have been divided into three subsets (I$_1$, I$_2$ and I$_3$) according to the length of the time series. All indicators available before 1970 belong to the first subset (I$_1$); the indicators with data available before 1974 (and after 1972) belong to the second subset (I$_2$); and the indicators with data available before 1980 (and after 1978) belong to the third subset (I$_3$). The data-set of the potential predictors is not organised by vintages because they are not usually revised, the only exception being the industrial production index. The Italian real-time data-set is therefore limited to the GDP at constant prices and to the index of industrial production.

For each vintage, one-quarter ahead GDP forecasts are obtained from the following alternative models (listed from simpler to more complex models): random walk (RW), ARIMA, leading-indicator (LI) and coincident-indicator (BM) bridge models. There is a growing burden of specification work from RW and the simple ARIMA to the LI and BM models. RW is a fixed-specification model based on a GDP constant-growth (drift) assumption; ARIMA models need a little more of specification search about GDP dynamics; LI and BM models are obtained from the search of the most parsimonious specification of the most suitable indicators, see Baffigi et al. (2004) and Golinelli and Parigi (2004). More specifically, the LI information set includes past realisations of both GDP and leading indicators only, while the BM one includes past realisations of GDP and both coincident and leading indicators.

Since the advantage of exploiting additional sources of information on GDP comes at the growing price (measured by “costly” inefficient estimates) of selecting too short a list of indicators from the I$_1$, I$_2$ and I$_3$ subsets above, it is crucial to find a way to “model the modeller” in the real-time search for the best specification. In this context automatic model-search procedures are an interesting option because they are replicable, are based on well defined assumptions about the steps of the search for the final model, and avoid the mixture of *ex post* knowledge (unavailable to the researcher) with purely *ex ante* data-based information (available to the researcher). In other terms, automatic model selection guards against future information creeping into the model specifications and thus into the forecasts. Two alternatives are either to use “vintage” models built in the past (see *e.g.* Fair and Shiller, 1990) or to keep model specifications fixed over time. The first one is unfeasible essentially because past models or forecasts are not available (see Busetti, 2001, for an exception in a different context), while the second one is uninteresting because we want to allow our virtual modeller to update models specification as new information is released. In this exercise we
cannot replicate the researcher modelling ability (the “art” of forecasting), so that our results should be taken as a sort of “lower bound” with respect to the outcome of a proper modeller.

Of the four model typologies listed above, the RW is the only one that does not change over vintages. The ARIMA models vary by vintage and are obtained by pretesting for unit roots (see Elliott et al., 1996), to choose between specifications in differences or in levels with a trend, and by using the Hannan and Rissanen (1982) procedure to find the final ARIMA models11.

The task of finding the specification of LI and BM models for each GDP vintage is by far more challenging, but it may be greatly simplified by applying the variable-selection/model-reduction method implemented in the PcGets package (see Hendry and Krolzig, 2001). The PcGets preferred LI and BM models for each GDP vintage are assumed to be the final choice of our “virtual” modeller, and are used for one-quarter ahead forecasting exercises. PcGets requires some inputs about: (a) the list of the regressors, (b) the specific strategy to adopt in the reduction process from a general unrestricted model (GUM); (c) the more appropriate data transformations, (d) the lag length, and (e) the deterministic components.

As far as point (a) is concerned, in order to reduce the number of potential explanatory indicators, we split the set of GDP vintages into three blocks corresponding to the major changes in national accounts definitions (see Table 2) and to indicator data availability (see Appendix 1). Given the whole vintage availability, the first eleven and the latter two vintages are not used in modelling. We have to discard the first eleven vintages of the real-time GDP data-set because of the lack of indicators with an adequate number of observations (we assume a window of 80 quarters as the minimum sample for estimation).12 Since the 67th vintage is the latest available, it is assumed to be the “actual” GDP, delayed one vintage with respect to the 65th vintage, the last used for models estimation.

The first block includes the GDP vintages from 12 to 30, classified in SEC 79 (1985 base-year), and modelled using all the sixteen series in I1. The second block includes the

11 The estimation procedure starts by fitting an 8th order autoregression to the GDP series to obtain the corresponding residuals, then all combinations of AR and/or MA components up to the 4th order are estimated (MA regressors are measured by the AR(8) residuals), and the ARIMA orders for each vintage are chosen from the combination minimising the Akaike criterion (AIC). The corresponding ARIMA models are estimated and further refined on the basis of correlogram inspection, residual autocorrelation and parameter significance tests.

12 In this way, the first regression is estimated over the period 1971 Q2 – 1991 Q1, and is used to forecast the twelfth GDP vintage.
vintages from 31 to 50: twelve SEC 79 vintages in base 1990 and eight SEC 95, incomplete, vintages in base 1995.\textsuperscript{13} In principle, these GDP vintages could be explained by both $I_1$ and $I_2$ information sets, but a degree-of-freedom shortage would rise. Therefore, we specify the GUM of this second block from the indicators in $I_2$ plus the indicators in $I_1$ that were retained in the final models of the last two vintages of the first block (\textit{i.e.} the 29\textsuperscript{th} and the 30\textsuperscript{th}). The third block includes the SEC 95 vintages from 51 to 65 (in 1995 base-year): as above, the variables of interest in the GUM are the new indicators in the $I_3$ set, plus the indicators retained in the final models for the last two vintages (49\textsuperscript{th} and 50\textsuperscript{th}) of the second block.

As far as point (b) is concerned, in \textit{PcGets} the GUM is reduced to a final parsimonious specification according to two alternative strategies: “liberal” and “conservative”. The “liberal” strategy aims to keep as many as possible variables (at the risk of retaining irrelevant indicators); the “conservative” one discards irrelevant variables (at the risk of omitting important indicators). Both strategies involve a variety of tests, assumptions and choices to select the preferred model (\textit{PcGets} applies a multi-path reduction search, after having dropped highly insignificant variables on the basis of a loose significance level). In this exercise we have adopted the “conservative” strategy (with strict significance levels; see Hoover and Perez, 1999) given that only few indicators in the $I_1$, $I_2$ and $I_3$ subsets should really matter.

In case of (c), though alternative parameterisations of the same GUM are equivalent specifications, the algorithmic simplification from each re-parameterisation has been shown to yield different final models (see \textit{e.g.} Campos and Ericsson, 1999). In this sense, the data transformations of a GUM may be seen as representing the modeller’s value added to achieve the best and more parsimonious specifications. In our "virtual-modeller" experiments, we adopt for each vintage four alternative parameterisations, corresponding to alternative transformations of the information set: with parameterisation \textit{A} we follow the traditional approach of taking trending variables (such as GDP and industrial production) in first differences, and non-trending variables (such as ratios, balances and rates) in levels; the parameterisation \textit{B} corresponds to the error-correction model with levels and first differences; with parameterisation \textit{C} all variables are transformed in first differences; in parameterisation \textit{D} the GUM is given by the pooling of the final models of the previous three parameterisations (see Hendry and Krolzig, 2004).

\textsuperscript{13} These eight SEC 95 vintages are incomplete because their time-series do not start later than 1970 Q1. In order to preserve the fixed sample period, initial missing data have been “backcasted” by using the growth rates of the most recent longer vintage.
Points (d) and (e) above have less problematic implications. As usual with quarterly models, we set a lag length equal to 4 for all the variables in the GUM for LI models, and equal to 3 in the GUM for BM, where the simultaneous relationships between GDP and its indicators have also been considered. Finally, each GUM always includes a constant while the time trend is included only for the GUM in levels (no dummy variables are used; all variables are seasonally adjusted).

Given that 53 vintages of GDP data are modelled with 10 alternative specifications, our whole forecasting framework is based on 530 estimated models: 53 RW models, 53 ARIMA models, 212 LI models (53 LI models for each parameterisation A, B, C and D), and 212 BM (as for LI models). The fitting performance of all the estimated models is summarised in Figure 2, where the standard errors ($s_M$, with M = RW, ARIMA, LI_A, LI_B, LI_C, LI_D, BM_A, BM_B, BM_C, BM_D) of the 530 regressions are reported (each line corresponds to one of the ten models), and the last observation of each rolling-sample regression is reported along the horizontal axes (the first observation being 80 quarters earlier).

*Figure 2 here*

In Figure 2(a) four lines are reported, one for each $s_M$, (M= RW, ARIMA, LI_D and BM_D; LI and BM models are represented only by their parameterisations D, whose models are valid reductions of the corresponding parameterisations A, B and C; see below). Since RW cannot explain anything of the GDP-growth variability, the $s_RW$ declining path reflects the progressively lower GDP-growth volatility over time, and its decline is fairly homogeneous within each of the three blocks of vintages (denoted by different shaded areas). ARIMA slightly improves the RW fit, although in a declining way over time.

Figure 2(b) reports the $s_{ARIMA}$, $s_{LI_D}$ and $s_{BM_D}$ as a ratio over $s_RW$ to simplify comparisons: the closer the lines to one (the top of the figure), the most similar (in terms of standard errors) is the performance of the model to that of the RW. The results in the table show that the “PcGets-automatic-modeller” makes a good job in exploiting indicators information. The marginal utility of coincident indicators to predict GDP is very evident in the second and third block of GDP vintages, while in the first block it seems that leading indicators embody enough information to improve GDP predictability over the other models.

The second line of plots in Figure 2 compares the GDP-fitting ability of A, B, C and D parameterisations within LI and BM approaches in Figures 2(c) and 2(d) respectively: with
very few exceptions, parameterisations $D$ (thick-solid lines) are, as expected, the best performing. Thick-dotted lines in Figures 2(c) and 2(d) show the fragility of all-in-differences models (parameterisation $C$). On the other hand, the good performance of models embodying error-correction mechanisms (parameterisation $B$) is fairly evident, while parameterisation $A$ performance is mixed. We could therefore tentatively conclude that GDP fitting is often worsened by incorrectly omitting levels (as in parameterisation $C$) and that the best strategy should be to start from a GUM with alternative data transformations and let $PcGets$ mix such information at a second stage.

3.2 The models ability to forecast preliminary GDP

The results of the previous paragraph are all based on in-sample evidence of predictability, which does not guarantee significant out-of-sample predictability (see Granger, 1990). In fact, the danger with the use of in-sample criteria is to detect spurious GDP predictability (i.e. through overfitting or data-mining), due to the application of particular specification search procedures (see Clark, 2004).

In order to assess the out-of-sample performance of our models, we conduct the following forecasting exercise. Given the RW, ARIMA, LI, and BM final specifications varying from one vintage to the other, one-quarter ahead forecasts for each vintage are obtained from a rolling procedure with a fixed estimation window ($T=80$). In this way, our empirical framework is adaptive in both model specification, except for the RW case, and parameter estimation$^{14}$.

The one-quarter ahead GDP growth rate predictions are compared with the first GDP outturn (growth-within) and, on the basis of the resulting one-quarter ahead forecast errors, we computed a number of alternative measures of forecast evaluation for all our models. The higher panel of Table 5 reports along the columns the mean error (ME), the mean absolute error (MAE), the root mean squared error (RMSE), and the percentage of times that the sign of the first release of the GDP growth rate is correctly predicted (PS).

\textit{Table 5 here}

\footnotetext{14 Swanson and White (1997) find that adaptive models perform better than non-adaptive models, and Stock and Watson (1996) define rolling regressions as moderately adaptive approaches outperforming both fixed-coefficient and recursive least squares models.}
We also computed a number of statistics to compare (on the basis of the RMSEs above) the forecasting ability of our models with respect to that of the RW model, considered as benchmark. The columns of the lower panel of Table 5 report: the ratio of each model RMSE on that of RW (Ratio); the p-values of both the Diebold and Mariano (1995; DM) test, adjusted following Harvey et al. (1997), and the Giacomini and White (2004; GW) test for the null that the RMSE of the RW is equal to that of the models listed along the rows; the percentage of times that the forecast error of each model is smaller in absolute value than that of the RW model (PL).

Given that the standard errors of our rolling regressions tend to decrease over time but are fairly homogeneous within blocks (see Figure 2), the forecasting ability statistics in Table 5 are computed for both the whole sample (1991 Q2 – 2004 Q3), and for each of the three sub-periods.

The top-down analysis of Table 5 shows that the selected short-run indicators have specific information contents for GDP: both MAE and RMSE tend to decrease from RW to BM approaches in all sub-periods (the superiority of BM forecasts is in line with the literature on bridge models; see Golinelli and Parigi, 2004). The simultaneous indicator information (already available when the GDP is forecast because they are timely released) significantly improves the performance of other models that do not exploit such additional knowledge.

It must be stressed that the out-of-sample analysis downsizes the statistical relevance of lagged information detected by the in-sample search discussed in paragraph 3.1. In fact, the forecasting ability of both ARIMA and LI models is seldom significantly better than the RW model, the opposite of what is shown in Figure 2. This result further confirms the seminal findings of Ashley et al. (1980) and more recently Stock and Watson (2003) and Clark (2004). In-sample Granger-causality of (leading) indicators is not enough to build models with a satisfactory forecasting performance. In fact, over the whole sample, only the LI model in levels (parameterisation B) does significantly better than RW; this result is valid in the first and second sub-periods, but not in the third one.

3.3 Model specification and estimation along different GDP vintages

Plots in Figure 3 summarise how LI, and BM final specifications discussed above vary from each vintage to the following. The first row of graphs reports the number of indicators selected by PcGets for LI and BM, and suggests a smooth decline over time of their number for LI models, while BM exploit the information of more explanatory variables in the
intermediate block of vintages. In any case, our adaptive-specification approach produces remarkable model variability by vintage.

Figure 3 here

In order to deepen this point, the second row of plots in Figure 3 reports alternative realisations of an index of specification variability from one vintage to the following. The index ranges from zero (when the model specification does not change from one vintage to the previous) and one (when a specification has completely different regressors with respect to the previous vintage model). Data revisions embodied in each new GDP vintage induce, on average, a change of about 50% of the regressors of the previous-vintage specification, LI models being more affected than BM. The specification is unchanged from one vintage to the following (i.e. the index is zero) only in 8 out of 212 cases for LI models (in 39 cases for BM), while the maximum-variability level (i.e. the index is one) is reached 18 times for LI models, never for BM.

Regarding the usefulness (measured by in-sample fitting) of such specification variability, the plots a, b and c of Figure 4 report the ratios (minus one) between the standard error of specifications varying from one vintage to the other (at the numerator), and the standard error of regressions where the previous-vintage specification - either one-quarter or one-year earlier - is estimated using the most recent data (at the denominator). In general, we note that the in-sample fitting gain from updating model specification along vintages (i.e. negative ratios in Figure 4) is bigger for BM than for ARIMA models. The bigger gains are clustered in the first block of vintages for LI models and in the second block for BM, i.e. when the number of indicators is larger. Annual specification updates imply costs that are slightly more persistent over time than in the quarterly specification updates.

Figure 4 here

---

In particular, the index of specification variability (from vintage \(v-1\) to \(v\)) is a ratio. The numerator is the sum of the number of regressors of the model for vintage \(v-1\) that are no longer in model \(v\), plus the number of new regressors of the model for vintage \(v\) that were not in \(v-1\). The denominator is the sum of the number of regressors in models \(v\) and \(v-1\). If the specification from one vintage to the following changes, the numerator of the ratio (and then the index) is zero; if the specification for \(v\) has nothing in common with that for \(v-1\), numerator equals denominator (the ratio is one).
Although the prevalence of negative ratios in Figures 4a-4c (their averages over time are always negative) may be interpreted as a suggestion to update both model specification and parameter estimation as soon as a new data vintage is available, the existence of positive ratios and, mainly, the purely in-sample nature of such ratios suggest to deepen the analysis by performing a number of out-of-sample forecasting exercises. In particular, Figure 4d compares the RMSE of 1-quarter ahead forecasting exercises obtained by updating Lid and BMd specification and estimation for each vintage\textsuperscript{16} (labelled “1” in histogram 4d), with the RMSEs from alternative lags in model specification-estimation updating (labelled “2-5” in the histogram 4d).

Going from case “1” to case “5” lags in updating models are growing: cases “2” and “3” only update parameter estimates of old (1-quarter and 1-year earlier) specifications, while cases “4” and “5” use new issued data without changing neither the previous (old) specification nor parameter estimates. As expected, histogram 4d suggests growing RMSEs from progressively ignore new vintage information, and confirms the better quality (in terms of forecasting ability) of BM over LI, independently of the amount of the updating activity. However, the small difference between “1” and “2, 3” RMSEs reduces the emphasis on changing specification over vintages, while relatively large “4, 5” RMSEs stress that, independently of the specification used, model parameters have to be re-estimated, as soon as new data are available.

These RMSE outcomes can be explained by a mixture of econometric-statistical facts and of institutional facts peculiar to the Italian database. On one hand, the indicators we use are quite collinear each other, and our models are able to capture mainly short-run relationships between GDP and indicators: all these facts suggest bigger risks of breaks in parameter estimates instead of problems in finding the better specification. On the other hand, it is worth to remember that the Italian statistical agency usually revises GDP data as new information is made available, while almost all Italian indicators are not revised: since both LI and BM models entail relationships between GDP (changing over vintages) and indicators (mainly fixed), parameter changes are quite likely all times new GDP data are released.

4. **Outturns vs. models to forecast “actual” GDP**

Analysts usually compare the preliminary estimates of GDP with the most recent one-step ahead forecasts, obtained on the basis of indicators and the evolution of GDP according

\textsuperscript{16} These are the same exercises we made and reported in the previous section.
to the previous vintage. Although it is known that these estimates will be revised with the next vintage, we are not aware of attempts to represent the evolution of actual GDP, that is the evolution which should not be revised further. This is basically due to the fact that there does not exist a series called actual GDP. Statistics always vary, because of change in definitions, improvements in statistical practice and so on. However, by taking into account the average forecasting horizon (3 to 5 years), we can try to define a sort of “actual” GDP and thereby assess the performance of real-time GDP forecasts with respect to this series.

“Actual” GDP may be defined in two alternative ways. The most obvious one is to define actual GDP as the latest available vintage (in our case, the 67th vintage ending in 2004 Q4). The difference between this “actual” GDP and the first outturn, or the “forecast error” of the first outturn (FOE), embodies both statistical and benchmark revisions occurred in the period between the two releases. Clearly for old vintages the weight of benchmark revisions is higher, while it tends to decline for younger ones.

In order to disentangle the portion of the FOE due only to statistical changes (due to new information availability), a second definition of actual GDP is proposed: the intermediate outturn, or the last vintage before a benchmark revision occurs. According to the three blocks of vintages described in Section 3, we have three different actual GDP, defined as intermediate outturn: the 30th vintage for the first block (from 1970 Q1 to 1995 Q3), the 50th vintage for the second (from 1995 Q4 to 2000 Q3), and the 67th vintage for the third (from 2000 Q4 to 2004 Q4). In this last case, the latest vintage and the intermediate outturn coincide and the FOE represents only statistical changes.

Table 6 summarises main statistics about the ability of our models and of the first outturn in forecasting the intermediate GDP outturn, or the different performances with respect to statistical changes.

Table 6 here

The first outturn appears to perform always better than the models based only on past information (LIA-D). The forecast ability of the various BM models is instead similar to that of the first outturn (lower panel of Table 6); this result is even more evident when we consider the three sub-samples of our exercise. More specifically, the BM forecasting performance is particularly good in the first period and slightly worsens in the following two; the percentage of BM forecast errors smaller than the FOE (PL in Table 6) declines, on average, from one-half in the first period to one-third in the third period. This evidence may be interpreted as a
sign of the growing ability of national accounts to embody relevant statistical information in the very short-run, despite the increased timeliness of GDP releases.

Table 7 reports the results on the forecasting ability of our models, the first and the intermediate outturns in predicting the latest available GDP vintage, which not only accounts for statistical changes but also embodies definitional changes.

Table 7 here

As in Table 6 the first outturn performance appears to be better than that of LI models (although not so clearly); however, the statistics of the FOE are fairly in line with those of the BM. In general, the first outturn forecasting accuracy is only occasionally significantly better than all the model-based predictions. Finally and surprisingly, the intermediate outturn (that embodies all short-run statistical information) forecasting performance appears to be better than all other predictions only in the second sub-sample.

From the evidence presented in Tables 6 and 7 we can tentatively conclude that the statistical changes are well predicted by the first outturn and by the models based on coincident information (BM). However, if we also consider definitional changes (i.e. we consider the latest available vintage), the GDP path becomes less predictable. The RMSE of the first outturn worsens and approaches that of the BM models (their RMSE ratio is much closer to one).

In cases where two competing models appear to be characterised by a good forecasting performance, it may be interesting to assess whether the predictions from one model may be encompassed by the other. In other terms, we want to assess whether the informative content of the predictions of one model already embody that of the competitor (which can therefore be ignored; see e.g. Granger and Newbold, 1986). In our case, this implies another sort of comparison between the first outturn and the BM models based on the forecast encompassing test proposed by Fair and Shiller (1990). The test can be conducted with reference to the latest available case or the intermediate outturn case by running the following regression:

\[ \Delta \log(AC_{GDP_t}) = \alpha + \beta \Delta \log(FIRST_{GDP_t}) + \gamma \Delta \log(MODEL_{GDP_t}) + u_t \]

where: \( \Delta \) is the first-difference operator; \( AC_{GDP_t} \) is either the latest available or the intermediate GDP vintage; \( FIRST_{GDP_t} \) is the first outturn; \( MODEL_{GDP_t} \) is the one-quarter ahead GDP forecast obtained by each of the described models in paragraph 3.1; \( u_t \) is the error
term, which, as noted in Fair and Shiller (1990), may be possibly autocorrelated and/or het-
eroskedastic. The regression is computed over the whole sample (from 1991 Q2 to 2004 Q3) be-
cause inferences in the three sub-samples would be affected by an excessive degrees of
freedom shortage.

A number of features make equation (1) particularly suitable for our interests: it is in
first differences (accounts for both the GDP log-levels non-stationarity and the results in
paragraph 2.3); the $\beta$ and $\gamma$ parameters are not constrained to sum to one (see Fair and Shiller,
1990); the $\alpha$ parameter allows for bias-correction (biased forecasts can be evaluated);
regressors and regressand are the same as those used to compute the statistics in Tables 5 to 7
(no further data transformations are required).

We are mainly interested in the following cases (from the less to the most favourable
to the BM models): (a) $\beta \neq 0$ and $\gamma = 0$, the information of model-based forecasts is
completely encompassed by the first outturn; (b) $\beta \neq 0$ and $\gamma \neq 0$, both model-based forecasts
and the first outturn contain independent relevant information for the prediction of the
dependent variable; (c) $\beta = 0$ and $\gamma \neq 0$, the information of the first outturn is encompassed by
the model-based forecasts.

The Fair-Shiller test-statistics for all these cases is the $t$-statistics of the OLS estimated
parameter of equation (1). Table 8 reports the $t$-statistics of $\beta$ and $\gamma$ OLS estimates by using,
along the columns, three alternative estimators of the variance-covariance matrix of the
residuals: the identity matrix (equivalent to the assumption of i.i.d. errors) in the second and
third columns; the White (1980) heteroskedasticity-consistent estimator in the fourth and fifth
columns; the Newey and West (1987) heteroskedasticity- and autocorrelation-consistent
estimator in the last two columns.

In all cases the Fair and Shiller test results are unambiguous and robust to the choice
of the variance-covariance estimator. The first outturn encompasses the forecasts from
ARIMA and LI models (only $\beta$ estimates are always significant). However, when the first
outturn is compared with the forecasts from BM models, we have mixed results: $\beta$ parameter
estimates are largely significant in the regressions where AC_GDP is the intermediate-outturn
vintage, while their significance tends to disappear when the AC_GDP is the latest available
vintage; the opposite occurs for the significance of the $\gamma$ estimates. It appears therefore that
both the first outturn and the BM forecasts carry useful information for actual GDP growth, the first outturn being more relevant for the prediction of the intermediate-outturn, and the BM forecasts for the prediction of the latest available vintage. In other words, practitioners should not discard their BM-based forecasts as soon as preliminary GDP data are issued; rather, our results suggest that a more complete assessment of the actual economic situation can be achieved by a combination of the two sets of data.

5. Conclusions

As soon as new GDP data are released by statistical agencies, practitioners: (a) compute the GDP growth rate (disregarding its levels), and (b) consider that growth rate as the best GDP picture available for that quarter, at least until a second outturn (available one-quarter later) revises preliminary figures. In this paper we have tried to assess the statistical foundations of practices (a) and (b) above, by using a real-time quarterly data set for Italian GDP from the vintage 1970 Q1 - 1988 Q2 to the latest available one 1970 Q1 – 2004 Q4.

As far as point (a) is concerned, the levels/growth rates trade-off is solved in favour of the second one with the outcomes of the cointegration analysis (the levels of interest are generated by unit-root processes). However, an appropriate GDP measure for levels is not available, as data published over time are heterogeneous and are characterised by benchmark revisions (such as base and classification changes). In addition, the concept of “finally revised” GDP data is not uniquely determined.

Regarding the construction of consistent GDP levels, we suggest two alternative methods. With the first method, GDP levels in each released time series are rescaled for the initial value, delivering a sort of index 1970 Q1-based (even in this case the growth rates of the various GDP outturns are not coherent with the officially published GDP growth rates, because of residual heterogeneity). With the second method, GDP levels are obtained by cumulating GDP growth rates as they are issued starting from the first outturn (when data are published for the first time); the initial values of such procedure are supposed to coincide with the first vintage of the rescaled data (from previous method).

As far as the issue of measuring the finally revised GDP is concerned, we opted for two definitions: the latest vintage published before the occurrence of a benchmark change, i.e. a sort of intermediate-outturn; the latest available vintage. The differences between the preliminary release and the intermediate-outturn reflect only statistical changes, while the differences between the preliminary release and the latest available data account for all
sources of change, both statistical (due to new available information) and definitional (due to new base-year and/or new accounting schemes).

Several cointegration exercises are robust in suggesting that GDP levels (however computed) are not needed to characterise the Italian GDP revision process. Moreover, it emerges that latest available GDP levels do not share any long run trends with GDP levels issued during the first two years. Therefore, probably due to a lack of satisfactory ways to define GDP levels bearing useful information across vintages, practitioners are right in computing growth rates and in ignoring the corresponding levels.

The assessment of the quality of the first outturn in predicting the corresponding actual figures (point (b) above; “actual” means either the latest available or the intermediate outturn) requires the construction of forecasting models acting as antagonists of the statistical agency first preliminary estimates. 10 alternative models have been considered, from univariate to multivariate specifications, with both leading and coincident indicators, generating a total of 530 one-quarter ahead model-based forecasts. An original characteristic of our analysis is that it is based on a sort of real-time exercise, where we try to reproduce the usual forecasting practice when new data are available by comparing previous forecast with the official data and by updating models in order to take account of the new pieces of information. This has required not only to model the data, but the forecaster behaviour as well. The main danger in this kind of exercise is that it is difficult to limit the influence during the specification process of the future evolution of a variable when this is already known. The availability of automatic model building procedures, such as PcGets, avoids this problem, although it cannot reproduce the ability, or the art, of an actual forecaster.

A first set of exercises suggest that bridge models using both coincident and leading indicators significantly outperform alternative models in forecasting GDP first release growth rates, thus confirming in the real-time case a common result in the more traditional bridge models literature (see Golinelli and Parigi, 2004).

In a second set of experiments we compare the ability of our ten models with that of the first GDP release in forecasting the actual growth rates. The most striking result is that bridge models forecasts appear to embody information that is not completely accounted for by the first GDP release, especially when actual is supposed to mean the latest available growth rates. This result is similar to that obtained by Faust et al. (2005), when they show that latest available figures are related to preliminary ones and to some indicators. However, our results differ in an important qualitative feature. While Faust et al. apply a sort of ex-post analysis, which is informative per se but has no direct impact on the real-time work of forecasters, our
ex-ante exercises have potentially relevant implications for the researchers, in particular when initial conditions of a forecasting exercise have to be established. In this case, our results suggest that a better description of the actual evolution of GDP can be achieved by combining the most recent one-quarter ahead forecasts with the corresponding preliminary figures (while our forecast come from bridge models, that is from a linear combination of short-term indicators, Busetti, 2001, provides some evidence for the combination of the preliminary estimates with the forecast from a large macroeconometric model).
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Appendix 1: The indicators database

THE THREE SUBSETS OF INDICATORS: I₁, I₂ AND I₃

The first subset of indicators (I₁): first observation available before 1970

- \( x_{pv} \): vintages of industrial production index (logs of index levels) (\(^1\)) (\(^2\))
- \( glav \): working days (log-levels)
- \( dpe \): stock prices growth rate (first-differences of log-prices)
- \( dpoil \): oil price growth rate (first-differences of log-prices)
- \( r3m \): nominal 3-months interest rate (levels)
- \( q01 \): rate of capacity utilisation (log-levels)
- \( x3 \): orders level: total manufacturing (\(^2\))
- \( x118 \): passenger cars registered (log-levels)
- \( x13 \): finished goods stocks: total manufacturing (\(^2\))
- \( x18 \): production actual tendency: intermediate goods (\(^2\))
- \( x19 \): production actual tendency: investment goods (\(^2\))
- \( x20 \): production actual tendency: consumption goods (\(^2\))
- \( x21 \): orders tendency (3-4 months expected demand): total manufacturing (\(^2\))
- \( x26 \): production future tendency (3-4 months): intermediate goods (\(^2\))
- \( x27 \): production future tendency (3-4 months): investment goods (\(^2\))
- \( x28 \): production future tendency (3-4 months): consumption goods (\(^2\))

The second subset of indicators (I₂): first observation available before 1974 and after 1972

- \( x6 \): orders level: intermediate goods (\(^2\))
- \( x9 \): orders level: investment goods (\(^2\))
- \( x12 \): orders level: consumption goods (\(^2\))
- \( x14 \): finished goods stocks: intermediate goods (\(^2\))
- \( x15 \): finished goods stocks: investment goods (\(^2\))
- \( x16 \): finished goods stocks: consumption goods (\(^2\))
- \( x22 \): orders inflow / demand tendency (3-4 months): intermediate goods (\(^1\)) (\(^2\))
- \( x23 \): orders inflow / demand tendency (3-4 months): investment goods (\(^1\)) (\(^2\))
- \( x24 \): orders inflow / demand tendency (3-4 months): consumption goods (\(^1\)) (\(^2\))
- \( q10 \): consumer confidence (logs of index levels)

The third subset of indicators (I₃): first observation available before 1980 and after 1978

- \( x34 \): future tendency of the economy, 3-4 months (Isae): intermediate goods (\(^2\))
- \( x35 \): future tendency of the economy, 3-4 months (Isae): investment goods (\(^2\))
- \( x36 \): future tendency of the economy, 3-4 months (Isae): consumption goods (\(^2\))
- \( x55 \): production actual tendency (Isae): investment goods (\(^1\)) (\(^2\))
- \( x61 \): production actual tendency (Isae): consumption goods (\(^1\)) (\(^2\))
- \( x67 \): production actual tendency (Isae): intermediate goods (\(^1\)) (\(^2\))
- \( x30 \): orders actual tendency (Isae): investment goods (\(^1\)) (\(^2\))
- \( x56 \): orders actual tendency (Isae): consumption goods (\(^1\)) (\(^2\))
- \( x62 \): orders actual tendency (Isae): intermediate goods (\(^1\)) (\(^2\))
- \( q11 \): manufacturing and construction confidence, weighted average (logs of index levels)
- \( reale \): real interest rate on bank loans (levels)

(\(^1\)) Seasonally adjusted data. \( x_i = \log(1+IM_i/100) \), where \( IM_i \) are quarterly averages of monthly survey data, \( i \) is the code reported in the first column. (\(^2\)) Only the industrial production database is organised in vintages: in Italy, survey and financial data are not subject to revisions.
### Table 1

**The Real-Time Data Set for GDP Levels, $o y^v_t$**

<table>
<thead>
<tr>
<th>Period, $t$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>$f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T+1$  $y_1^1$</td>
<td>$T+2$  $y_1^2$</td>
<td>$T+3$  $y_1^3$</td>
<td>$T+4$  $y_1^4$</td>
<td>$...$</td>
<td>$T+f$ $y_1^f$</td>
</tr>
<tr>
<td>$T+1$  $y_2^1$</td>
<td>$T+2$  $y_2^2$</td>
<td>$T+3$  $y_2^3$</td>
<td>$T+4$  $y_2^4$</td>
<td>$...$</td>
<td>$T+f$ $y_2^f$</td>
</tr>
<tr>
<td>$T-1$  $y_3^1$</td>
<td>$T$  $y_3^2$</td>
<td>$T+1$  $y_3^3$</td>
<td>$T+2$  $y_3^4$</td>
<td>$...$</td>
<td>$T+f-1$ $y_3^f$</td>
</tr>
<tr>
<td>$T-2$  $y_4^1$</td>
<td>$T-1$  $y_4^2$</td>
<td>$T$  $y_4^3$</td>
<td>$T+1$  $y_4^4$</td>
<td>$...$</td>
<td>$T+f-2$ $y_4^f$</td>
</tr>
<tr>
<td>$...$</td>
<td>$...$</td>
<td>$...$</td>
<td>$...$</td>
<td>$...$</td>
<td>$...$</td>
</tr>
<tr>
<td>$T-1$  $y_{T-1}^1$</td>
<td>$T-2$  $y_{T-1}^2$</td>
<td>$T-3$  $y_{T-1}^3$</td>
<td>$T-4$  $y_{T-1}^4$</td>
<td>$...$</td>
<td>$T+f$ $y_{T-1}^f$</td>
</tr>
<tr>
<td>$T$  $y_T^1$</td>
<td>$T+1$  $y_T^2$</td>
<td>$T+2$  $y_T^3$</td>
<td>$T+3$  $y_T^4$</td>
<td>$...$</td>
<td>$T+f-1$ $y_T^f$</td>
</tr>
<tr>
<td>$T+1$  $y_{T+1}^1$</td>
<td>$T+2$  $y_{T+1}^2$</td>
<td>$T+3$  $y_{T+1}^3$</td>
<td>$T+4$  $y_{T+1}^4$</td>
<td>$...$</td>
<td>$T+f$ $y_{T+1}^f$</td>
</tr>
<tr>
<td>$T+2$  n.a.</td>
<td>$T+3$  n.a.</td>
<td>$T+4$  n.a.</td>
<td>$T+f$ n.a.</td>
<td>$...$</td>
<td>$T+f$ n.a.</td>
</tr>
<tr>
<td>$T+f$ n.a.</td>
<td>n.a.</td>
<td>n.a.</td>
<td>n.a.</td>
<td>n.a.</td>
<td>$y_{T+f}^f$</td>
</tr>
</tbody>
</table>

$^{(1)}$ where $o = 1, 2, ..., T+f$ is the outturn index, $v = 1, 2, ..., f$ is the vintage index, and $t = 1, 2, ..., T+f$ is the period index; $f$ labels the final vintage. *n.a.* means not available (no data released for that period by that vintage).

### Table 2

**The Definition of the Benchmark Vintages**

<table>
<thead>
<tr>
<th>Blocks of Vintages $^1$</th>
<th>Classification</th>
<th>Measurement</th>
<th>Base</th>
<th>Start Date $^2$</th>
<th>Trading Days</th>
</tr>
</thead>
<tbody>
<tr>
<td>from 1 to 11</td>
<td>SEC 79</td>
<td>billion lire</td>
<td>1980</td>
<td>1970 Q1</td>
<td>not adjusted</td>
</tr>
<tr>
<td>from 12 to 30</td>
<td>SEC 79</td>
<td>billion lire</td>
<td>1985</td>
<td>1970 Q1</td>
<td>not adjusted</td>
</tr>
<tr>
<td>from 31 to 42</td>
<td>SEC 79</td>
<td>billion lire</td>
<td>1990</td>
<td>1970 Q1</td>
<td>not adjusted</td>
</tr>
<tr>
<td>from 43 to 50</td>
<td>SEC 95</td>
<td>billion lire</td>
<td>1995</td>
<td>1982 Q1</td>
<td>not adjusted</td>
</tr>
<tr>
<td>from 51 to 54</td>
<td>SEC 95</td>
<td>billion lire</td>
<td>1995</td>
<td>1970 Q1</td>
<td>not adjusted</td>
</tr>
<tr>
<td>from 55 to 59</td>
<td>SEC 95</td>
<td>million euro</td>
<td>1995</td>
<td>1970 Q1</td>
<td>not adjusted</td>
</tr>
<tr>
<td>from 60 to 67</td>
<td>SEC 95</td>
<td>million euro</td>
<td>1995</td>
<td>1980 Q1</td>
<td>adjusted</td>
</tr>
</tbody>
</table>

$^1$ Each block includes all the GDP vintages between two consecutive benchmark revisions. $^2$ All the times that the period 1970 Q1 is not the start date of a vintage, missing data are “backcasted” by using the growth rates of the most current available longer vintage.
### Table 3

**UNIT ROOT TESTS FOR SELECTED REVISIONS**  
1989 Q2 – 2003 Q1

<table>
<thead>
<tr>
<th>Variables</th>
<th>DF-GLS lag</th>
<th>DF-GLS lag</th>
<th>Sequential revisions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>log((x / o_x^))²</td>
</tr>
<tr>
<td>o - o'</td>
<td>1 2</td>
<td></td>
<td>-2.393 *</td>
</tr>
<tr>
<td></td>
<td>2 3</td>
<td></td>
<td>-0.862 0</td>
</tr>
<tr>
<td></td>
<td>3 4</td>
<td></td>
<td>-2.255</td>
</tr>
<tr>
<td></td>
<td>4 5</td>
<td></td>
<td>-7.912 **</td>
</tr>
<tr>
<td></td>
<td>5 6</td>
<td></td>
<td>-3.475 **</td>
</tr>
<tr>
<td></td>
<td>6 7</td>
<td></td>
<td>-2.070 *</td>
</tr>
<tr>
<td></td>
<td>7 8</td>
<td></td>
<td>-2.781 **</td>
</tr>
<tr>
<td></td>
<td>1 4</td>
<td></td>
<td>-1.407 0</td>
</tr>
<tr>
<td></td>
<td>4 8</td>
<td></td>
<td>-2.967 **</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variables</th>
<th>DF-GLS lag</th>
<th>DF-GLS lag</th>
<th>Total revisions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>log((x / x^))²</td>
</tr>
<tr>
<td>o - v=f</td>
<td>1 67</td>
<td></td>
<td>-0.914 2</td>
</tr>
<tr>
<td></td>
<td>2 67</td>
<td></td>
<td>-1.334 0</td>
</tr>
<tr>
<td></td>
<td>3 67</td>
<td></td>
<td>-0.986 2</td>
</tr>
<tr>
<td></td>
<td>4 67</td>
<td></td>
<td>-1.064 2</td>
</tr>
<tr>
<td></td>
<td>5 67</td>
<td></td>
<td>-0.938 3</td>
</tr>
<tr>
<td></td>
<td>6 67</td>
<td></td>
<td>-1.848 0</td>
</tr>
<tr>
<td></td>
<td>7 67</td>
<td></td>
<td>-1.728 0</td>
</tr>
<tr>
<td></td>
<td>8 67</td>
<td></td>
<td>-1.422 1</td>
</tr>
</tbody>
</table>

(1) DF-GLS is the Elliott, Rothenberg and Stock (1996) test statistic with AIC lag-selection from max-lags=5. Critical values (p-value): -2.607 (1%), -1.947 (5%), -1.613 (10%). * and ** reject the unit root null at the 5% and 1% respectively. (2) x- and z- outturns are defined in section 2.1.

### Table 4

**JOHANSEN COINTEGRATION FOR SUB-SETS OF VARIABLES**  
1989 Q2 – 2003 Q1

<table>
<thead>
<tr>
<th>Variables in VAR ¹: # of lags</th>
<th>rank ²</th>
<th>long run</th>
<th>weak exogeneity for the variable(s):</th>
<th>overall p-values ³</th>
</tr>
</thead>
<tbody>
<tr>
<td>from ¹x to ⁸x</td>
<td>3</td>
<td>7 *</td>
<td>¹x</td>
<td>0.128 [14]</td>
</tr>
<tr>
<td>¹x, ⁴x, ⁸x</td>
<td>3</td>
<td>2 *</td>
<td>¹x, ⁸x</td>
<td>0.064 [4]</td>
</tr>
<tr>
<td>¹x, ⁸x, x⁶⁷</td>
<td>4</td>
<td>1*</td>
<td>¹x, x⁶⁷</td>
<td>0.511 [4]</td>
</tr>
<tr>
<td>¹z, ⁴z, ⁸z</td>
<td>3</td>
<td>0</td>
<td>¹z, ⁸z</td>
<td>-</td>
</tr>
<tr>
<td>¹z, ⁸z, x⁶⁷</td>
<td>3</td>
<td>0</td>
<td>¹z, x⁶⁷</td>
<td>-</td>
</tr>
<tr>
<td>¹x, ⁸x, ¹z, ⁸z, x⁶⁷</td>
<td>5</td>
<td>1**</td>
<td>¹x, ¹z, ⁸z, x⁶⁷</td>
<td>0.174 [8]</td>
</tr>
</tbody>
</table>

(¹) All the variables listed below are in logs; x- and z- outturns are defined in section 2.1. (²) ** and * indicate rejection at 1% and 5% of the null that the cointegration rank is at most equal to r-1. (³) P-value of both the long run and the weak exogeneity over-identifying restrictions (whose corresponding number is in squared brackets).
<table>
<thead>
<tr>
<th>Forecasting models</th>
<th>Overall (91Q2-04Q3)</th>
<th>1&lt;sup&gt;st&lt;/sup&gt; block (91Q2-95Q4)</th>
<th>2&lt;sup&gt;nd&lt;/sup&gt; block (96Q1-00Q4)</th>
<th>3&lt;sup&gt;rd&lt;/sup&gt; block (01Q1-04Q3)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ME</td>
<td>MAE</td>
<td>RMSE</td>
<td>PS</td>
</tr>
<tr>
<td>Random walk model (RW)</td>
<td>-0.233</td>
<td>0.483</td>
<td>0.620</td>
<td>74.1</td>
</tr>
<tr>
<td>ARIMA model</td>
<td>-0.164</td>
<td>0.520</td>
<td>0.655</td>
<td>74.1</td>
</tr>
<tr>
<td>Leading indicators A (LIA)</td>
<td>-0.210</td>
<td>0.504</td>
<td>0.656</td>
<td>77.8</td>
</tr>
<tr>
<td>Leading indicators B (LIB)</td>
<td>-0.045</td>
<td>0.413</td>
<td>0.530</td>
<td>79.6</td>
</tr>
<tr>
<td>Leading indicators C (LIC)</td>
<td>0.010</td>
<td>0.467</td>
<td>0.632</td>
<td>85.2</td>
</tr>
<tr>
<td>Leading indicators D (LID)</td>
<td>-0.050</td>
<td>0.418</td>
<td>0.547</td>
<td>81.5</td>
</tr>
<tr>
<td>Bridge model A (BMA)</td>
<td>-0.163</td>
<td>0.328</td>
<td>0.434</td>
<td>87.0</td>
</tr>
<tr>
<td>Bridge model B (BMB)</td>
<td>-0.105</td>
<td>0.324</td>
<td>0.397</td>
<td>87.0</td>
</tr>
<tr>
<td>Bridge model C (BMc)</td>
<td>-0.092</td>
<td>0.331</td>
<td>0.446</td>
<td>92.6</td>
</tr>
<tr>
<td>Bridge model D (BMD)</td>
<td>-0.118</td>
<td>0.318</td>
<td>0.404</td>
<td>90.7</td>
</tr>
</tbody>
</table>

Comparison with RW ¹
<table>
<thead>
<tr>
<th>Ratio</th>
<th>DM</th>
<th>GW</th>
<th>PL</th>
<th>Ratio</th>
<th>DM</th>
<th>GW</th>
<th>PL</th>
<th>Ratio</th>
<th>DM</th>
<th>GW</th>
<th>PL</th>
<th>Ratio</th>
<th>DM</th>
<th>GW</th>
<th>PL</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARIMA model</td>
<td>1.056</td>
<td>0.399</td>
<td>0.400</td>
<td>42.6</td>
<td>1.045</td>
<td>0.680</td>
<td>0.609</td>
<td>42.1</td>
<td>1.024</td>
<td>0.816</td>
<td>0.858</td>
<td>45.0</td>
<td>1.200</td>
<td>0.039</td>
<td>0.106</td>
</tr>
<tr>
<td>Leading indicators A (LIA)</td>
<td>1.057</td>
<td>0.469</td>
<td>0.565</td>
<td>53.7</td>
<td>1.063</td>
<td>0.550</td>
<td>0.598</td>
<td>63.2</td>
<td>1.127</td>
<td>0.588</td>
<td>0.573</td>
<td>35.0</td>
<td>0.800</td>
<td>0.145</td>
<td>0.204</td>
</tr>
<tr>
<td>Leading indicators B (LIB)</td>
<td>0.854</td>
<td>0.044</td>
<td>0.125</td>
<td>53.7</td>
<td>0.825</td>
<td>0.072</td>
<td>0.205</td>
<td>52.6</td>
<td>0.800</td>
<td>0.034</td>
<td>0.113</td>
<td>60.0</td>
<td>1.124</td>
<td>0.479</td>
<td>0.409</td>
</tr>
<tr>
<td>Leading indicators C (LIC)</td>
<td>1.019</td>
<td>0.835</td>
<td>0.880</td>
<td>51.9</td>
<td>1.058</td>
<td>0.643</td>
<td>0.743</td>
<td>57.9</td>
<td>0.931</td>
<td>0.491</td>
<td>0.618</td>
<td>35.0</td>
<td>0.973</td>
<td>0.944</td>
<td>0.927</td>
</tr>
<tr>
<td>Leading indicators D (LID)</td>
<td>0.881</td>
<td>0.232</td>
<td>0.313</td>
<td>63.0</td>
<td>0.868</td>
<td>0.345</td>
<td>0.384</td>
<td>68.4</td>
<td>0.909</td>
<td>0.67</td>
<td>0.714</td>
<td>60.0</td>
<td>0.893</td>
<td>0.476</td>
<td>0.557</td>
</tr>
<tr>
<td>Bridge model A (BMA)</td>
<td>0.699</td>
<td>0.001</td>
<td>0.000</td>
<td>61.1</td>
<td>0.704</td>
<td>0.002</td>
<td>0.006</td>
<td>73.7</td>
<td>0.683</td>
<td>0.011</td>
<td>0.049</td>
<td>55.0</td>
<td>0.713</td>
<td>0.125</td>
<td>0.177</td>
</tr>
<tr>
<td>Bridge model B (BMB)</td>
<td>0.640</td>
<td>0.005</td>
<td>0.002</td>
<td>64.8</td>
<td>0.595</td>
<td>0.021</td>
<td>0.018</td>
<td>78.9</td>
<td>0.695</td>
<td>0.055</td>
<td>0.070</td>
<td>60.0</td>
<td>0.767</td>
<td>0.194</td>
<td>0.295</td>
</tr>
<tr>
<td>Bridge model C (BMc)</td>
<td>0.719</td>
<td>0.002</td>
<td>0.008</td>
<td>63.0</td>
<td>0.747</td>
<td>0.016</td>
<td>0.059</td>
<td>68.4</td>
<td>0.552</td>
<td>0.007</td>
<td>0.042</td>
<td>50.0</td>
<td>0.891</td>
<td>0.564</td>
<td>0.665</td>
</tr>
<tr>
<td>Bridge model D (BMD)</td>
<td>0.650</td>
<td>0.004</td>
<td>0.001</td>
<td>61.1</td>
<td>0.610</td>
<td>0.029</td>
<td>0.068</td>
<td>73.4</td>
<td>0.747</td>
<td>0.035</td>
<td>0.069</td>
<td>60.0</td>
<td>0.639</td>
<td>0.049</td>
<td>0.079</td>
</tr>
</tbody>
</table>

¹ Statistics of forecasting ability (in %): ME (mean error), MAE (mean absolute error), RMSE (root mean squared error), PS (% of times the sign of the 1<sup>st</sup> outturn GDP growth rate is rightly predicted). ² The forecasting ability comparison with respect to the benchmark (RW model) is RMSE-based: ratio between RMSEs (Ratio); p-values of both the Diebold and Mariano (1995) test (DM) and the Giacomini and White (2003) test (GW) for the null that the RMSE of the model is equal to that of benchmark RW; and % of times the absolute error of the model is lower than the benchmark RW (PL).
## Table 6

### FORECASTING ABILITY OF THE GDP INTERMEDIATE OUTTURN

<table>
<thead>
<tr>
<th>Forecasting models</th>
<th>Overall (91Q2-04Q3)</th>
<th>1st block (91Q2-95Q4)</th>
<th>2nd block (96Q1-00Q4)</th>
<th>3rd block (01Q1-04Q3)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ME</td>
<td>MAE</td>
<td>RMSE</td>
<td>PS</td>
</tr>
<tr>
<td>Random walk model (RW)</td>
<td>-0.198</td>
<td>0.496</td>
<td>0.654</td>
<td>74.1</td>
</tr>
<tr>
<td>ARIMA model</td>
<td>-0.129</td>
<td>0.511</td>
<td>0.680</td>
<td>77.8</td>
</tr>
<tr>
<td>Leading indicators A (LiA)</td>
<td>-0.176</td>
<td>0.528</td>
<td>0.700</td>
<td>77.8</td>
</tr>
<tr>
<td>Leading indicators B (LiB)</td>
<td>-0.010</td>
<td>0.462</td>
<td>0.600</td>
<td>81.5</td>
</tr>
<tr>
<td>Leading indicators C (LiC)</td>
<td>0.044</td>
<td>0.514</td>
<td>0.685</td>
<td>85.2</td>
</tr>
<tr>
<td>Leading indicators D (LiD)</td>
<td>-0.015</td>
<td>0.511</td>
<td>0.645</td>
<td>81.5</td>
</tr>
<tr>
<td>Bridge model A (BMa)</td>
<td>-0.128</td>
<td>0.325</td>
<td>0.424</td>
<td>88.9</td>
</tr>
<tr>
<td>Bridge model B (BMb)</td>
<td>-0.070</td>
<td>0.322</td>
<td>0.440</td>
<td>87.0</td>
</tr>
<tr>
<td>Bridge model C (BMc)</td>
<td>-0.057</td>
<td>0.331</td>
<td>0.429</td>
<td>92.6</td>
</tr>
<tr>
<td>Bridge model D (BMD)</td>
<td>-0.083</td>
<td>0.333</td>
<td>0.439</td>
<td>88.9</td>
</tr>
<tr>
<td>1st GDP outturn</td>
<td>0.035</td>
<td>0.216</td>
<td>0.332</td>
<td>94.4</td>
</tr>
</tbody>
</table>

### Comparison with 1st outturn

<table>
<thead>
<tr>
<th>Forecasting models</th>
<th>Ratio</th>
<th>DM</th>
<th>GW</th>
<th>PL</th>
<th>Ratio</th>
<th>DM</th>
<th>GW</th>
<th>PL</th>
<th>Ratio</th>
<th>DM</th>
<th>GW</th>
<th>PL</th>
<th>Ratio</th>
<th>DM</th>
<th>GW</th>
<th>PL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random walk model (RW)</td>
<td>1.972</td>
<td>0.000</td>
<td>0.003</td>
<td>27.8</td>
<td>1.684</td>
<td>0.010</td>
<td>0.066</td>
<td>21.1</td>
<td>2.859</td>
<td>0.001</td>
<td>0.030</td>
<td>45.0</td>
<td>1.772</td>
<td>0.044</td>
<td>0.052</td>
<td>33.3</td>
</tr>
<tr>
<td>ARIMA model</td>
<td>2.049</td>
<td>0.000</td>
<td>0.003</td>
<td>22.2</td>
<td>1.733</td>
<td>0.011</td>
<td>0.073</td>
<td>31.6</td>
<td>2.888</td>
<td>0.031</td>
<td>0.058</td>
<td>20.0</td>
<td>1.982</td>
<td>0.048</td>
<td>0.069</td>
<td>40.0</td>
</tr>
<tr>
<td>Leading indicators A (LiA)</td>
<td>2.109</td>
<td>0.003</td>
<td>0.001</td>
<td>20.4</td>
<td>1.907</td>
<td>0.001</td>
<td>0.024</td>
<td>26.3</td>
<td>2.898</td>
<td>0.025</td>
<td>0.012</td>
<td>15.0</td>
<td>1.847</td>
<td>0.031</td>
<td>0.055</td>
<td>20.0</td>
</tr>
<tr>
<td>Leading indicators B (LiB)</td>
<td>1.807</td>
<td>0.000</td>
<td>0.005</td>
<td>25.9</td>
<td>1.522</td>
<td>0.017</td>
<td>0.123</td>
<td>47.4</td>
<td>2.494</td>
<td>0.017</td>
<td>0.034</td>
<td>10.0</td>
<td>2.277</td>
<td>0.000</td>
<td>0.012</td>
<td>26.7</td>
</tr>
<tr>
<td>Leading indicators C (LiC)</td>
<td>2.047</td>
<td>0.001</td>
<td>0.004</td>
<td>22.2</td>
<td>1.845</td>
<td>0.001</td>
<td>0.053</td>
<td>26.3</td>
<td>2.735</td>
<td>0.001</td>
<td>0.023</td>
<td>20.0</td>
<td>1.952</td>
<td>0.152</td>
<td>0.108</td>
<td>40.0</td>
</tr>
<tr>
<td>Leading indicators D (LiD)</td>
<td>1.943</td>
<td>0.001</td>
<td>0.000</td>
<td>18.5</td>
<td>1.765</td>
<td>0.031</td>
<td>0.054</td>
<td>31.6</td>
<td>2.404</td>
<td>0.000</td>
<td>0.000</td>
<td>10.0</td>
<td>2.079</td>
<td>0.000</td>
<td>0.012</td>
<td>13.3</td>
</tr>
<tr>
<td>Bridge model A (BMa)</td>
<td>1.278</td>
<td>0.134</td>
<td>0.257</td>
<td>31.5</td>
<td>1.146</td>
<td>0.551</td>
<td>0.672</td>
<td>42.1</td>
<td>1.505</td>
<td>0.157</td>
<td>0.114</td>
<td>45.0</td>
<td>1.265</td>
<td>0.054</td>
<td>0.120</td>
<td>26.7</td>
</tr>
<tr>
<td>Bridge model B (BMb)</td>
<td>1.327</td>
<td>0.026</td>
<td>0.120</td>
<td>35.2</td>
<td>1.177</td>
<td>0.379</td>
<td>0.477</td>
<td>47.4</td>
<td>1.605</td>
<td>0.207</td>
<td>0.121</td>
<td>40.0</td>
<td>1.235</td>
<td>0.336</td>
<td>0.355</td>
<td>46.7</td>
</tr>
<tr>
<td>Bridge model C (BMc)</td>
<td>1.292</td>
<td>0.126</td>
<td>0.209</td>
<td>35.2</td>
<td>1.111</td>
<td>0.680</td>
<td>0.693</td>
<td>47.4</td>
<td>1.495</td>
<td>0.111</td>
<td>0.109</td>
<td>35.0</td>
<td>1.468</td>
<td>0.187</td>
<td>0.143</td>
<td>33.3</td>
</tr>
<tr>
<td>Bridge model D (BMD)</td>
<td>1.323</td>
<td>0.020</td>
<td>0.110</td>
<td>33.3</td>
<td>1.178</td>
<td>0.366</td>
<td>0.465</td>
<td>47.4</td>
<td>1.695</td>
<td>0.119</td>
<td>0.070</td>
<td>40.0</td>
<td>1.274</td>
<td>0.136</td>
<td>0.166</td>
<td>33.3</td>
</tr>
</tbody>
</table>

(1) See the corresponding note in Table 5. (2) Forecasting ability comparison with respect to the benchmark (1st GDP outturn); see also the corresponding note in Tab. 5.
<table>
<thead>
<tr>
<th>Forecasting models</th>
<th>Overall (91Q2-04Q3)</th>
<th>1st &amp; 2nd blocks (91Q2-00Q4)</th>
<th>1st block (91Q2-95Q4)</th>
<th>2nd block (96Q1-00Q4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random walk model (RW)</td>
<td>-0.202 0.475 0.646 74.1</td>
<td>-0.171 0.528 0.719 76.9</td>
<td>-0.337 0.585 0.767 73.7</td>
<td>-0.013 0.474 0.670 80.0</td>
</tr>
<tr>
<td>ARIMA model</td>
<td>-0.133 0.487 0.656 75.9</td>
<td>-0.062 0.525 0.715 79.5</td>
<td>-0.243 0.584 0.764 73.7</td>
<td>0.109 0.469 0.665 85.0</td>
</tr>
<tr>
<td>Leading indicators A (LIa)</td>
<td>-0.179 0.497 0.661 79.6</td>
<td>-0.204 0.587 0.752 79.5</td>
<td>-0.343 0.708 0.873 73.7</td>
<td>-0.072 0.472 0.616 85.0</td>
</tr>
<tr>
<td>Leading indicators B (Lib)</td>
<td>-0.014 0.426 0.572 79.6</td>
<td>0.062 0.452 0.617 82.1</td>
<td>0.015 0.507 0.660 84.2</td>
<td>0.106 0.400 0.572 80.0</td>
</tr>
<tr>
<td>Leading indicators C (Lic)</td>
<td>0.041 0.484 0.643 83.3</td>
<td>0.087 0.560 0.716 84.6</td>
<td>0.010 0.721 0.823 79.0</td>
<td>0.180 0.408 0.596 90.0</td>
</tr>
<tr>
<td>Leading indicators D (LId)</td>
<td>-0.018 0.467 0.585 82.1</td>
<td>0.031 0.522 0.645 84.6</td>
<td>0.014 0.656 0.759 79.0</td>
<td>0.047 0.395 0.513 85.0</td>
</tr>
<tr>
<td>Bridge model A (BMa)</td>
<td>-0.132 0.359 0.454 85.2</td>
<td>-0.150 0.390 0.503 87.2</td>
<td>-0.221 0.509 0.610 79.0</td>
<td>-0.044 0.293 0.372 95.0</td>
</tr>
<tr>
<td>Bridge model B (BMb)</td>
<td>-0.073 0.377 0.477 85.2</td>
<td>-0.047 0.424 0.529 92.3</td>
<td>-0.348 0.522 0.620 84.2</td>
<td>0.229 0.344 0.414 100.0</td>
</tr>
<tr>
<td>Bridge model C (BMc)</td>
<td>-0.061 0.386 0.483 90.7</td>
<td>0.052 0.431 0.525 92.3</td>
<td>-0.229 0.583 0.664 89.5</td>
<td>0.037 0.274 0.353 95.0</td>
</tr>
<tr>
<td>Bridge model D (BMD)</td>
<td>-0.087 0.375 0.470 88.9</td>
<td>0.093 0.424 0.528 92.3</td>
<td>-0.348 0.583 0.664 89.5</td>
<td>0.037 0.274 0.353 95.0</td>
</tr>
<tr>
<td>1st GDP outturn</td>
<td>0.031 0.286 0.440 96.3</td>
<td>0.054 0.368 0.514 97.4</td>
<td>0.006 0.458 0.640 94.7</td>
<td>0.110 0.282 0.357 100.0</td>
</tr>
<tr>
<td>Intermediate GDP outturn</td>
<td>n.a. n.a. n.a. n.a.</td>
<td>-0.002 0.301 0.433 97.4</td>
<td>-0.062 0.380 0.558 94.7</td>
<td>0.055 0.225 0.263 100.0</td>
</tr>
<tr>
<td>Comparison with 1st outturn</td>
<td>Ratio 3 DM 3 GW 3 PL 3</td>
<td>Ratio 3 DM 3 GW 3 PL 3</td>
<td>Ratio 3 DM 3 GW 3 PL 3</td>
<td>Ratio 3 DM 3 GW 3 PL 3</td>
</tr>
<tr>
<td>Random walk model (RW)</td>
<td>1.469 0.080 0.070 37.0</td>
<td>1.397 0.160 0.139 46.2</td>
<td>1.199 0.621 0.541 47.4</td>
<td>1.876 0.034 0.077 45.0</td>
</tr>
<tr>
<td>ARIMA model</td>
<td>1.491 0.036 0.067 31.5</td>
<td>1.390 0.125 0.160 41.0</td>
<td>1.195 0.542 0.532 42.1</td>
<td>1.861 0.097 0.144 40.0</td>
</tr>
<tr>
<td>Leading indicators A (LIa)</td>
<td>1.502 0.095 0.039 25.9</td>
<td>1.462 0.123 0.063 30.8</td>
<td>1.364 0.324 0.238 31.6</td>
<td>1.725 0.094 0.071 30.0</td>
</tr>
<tr>
<td>Leading indicators B (Lib)</td>
<td>1.301 0.137 0.166 35.2</td>
<td>1.199 0.356 0.380 43.6</td>
<td>1.032 0.913 0.904 52.6</td>
<td>1.602 0.118 0.169 35.0</td>
</tr>
<tr>
<td>Leading indicators C (Lic)</td>
<td>1.462 0.077 0.047 31.5</td>
<td>1.391 0.134 0.100 35.9</td>
<td>1.286 0.398 0.308 31.6</td>
<td>1.669 0.097 0.138 40.0</td>
</tr>
<tr>
<td>Leading indicators D (LId)</td>
<td>1.330 0.062 0.068 22.2</td>
<td>1.254 0.163 0.172 28.2</td>
<td>1.187 0.442 0.426 26.3</td>
<td>1.436 0.087 0.095 30.0</td>
</tr>
<tr>
<td>Bridge model A (BMa)</td>
<td>1.031 0.893 0.870 29.6</td>
<td>0.977 0.923 0.906 41.0</td>
<td>0.954 0.899 0.856 42.1</td>
<td>1.043 0.843 0.856 40.0</td>
</tr>
<tr>
<td>Bridge model B (BMb)</td>
<td>1.085 0.599 0.570 31.5</td>
<td>1.028 0.865 0.853 38.5</td>
<td>1.017 0.945 0.928 36.8</td>
<td>1.062 0.748 0.778 40.0</td>
</tr>
<tr>
<td>Bridge model C (BMc)</td>
<td>1.098 0.583 0.503 37.0</td>
<td>1.020 0.915 0.895 43.6</td>
<td>0.969 0.906 0.874 42.1</td>
<td>1.159 0.067 0.306 45.0</td>
</tr>
<tr>
<td>Bridge model D (BMD)</td>
<td>1.069 0.680 0.641 27.8</td>
<td>1.026 0.880 0.864 35.9</td>
<td>1.039 0.878 0.840 31.6</td>
<td>0.987 0.953 0.953 40.0</td>
</tr>
<tr>
<td>Intermediate GDP outturn</td>
<td>n.a. n.a. n.a. n.a.</td>
<td>0.841 0.171 0.231 59.0</td>
<td>0.873 0.450 0.448 57.9</td>
<td>0.737 0.013 0.069 60.0</td>
</tr>
</tbody>
</table>

(1) See the corresponding note in Table 5. (2) Forecasting ability comparison with respect to the benchmark (1st GDP outturn); see also the corresponding note in Table 5. (3) Whole-sample statistics are not available because intermediate GDP outturn statistics were not computed for the 3rd block (where intermediate outturn data, by definition coincide with the latest available vintage).
Table 8

<table>
<thead>
<tr>
<th>Forecasting models ²</th>
<th>Dependent variable: intermediate GDP outturn ³</th>
<th>Dependent variable: latest available GDP vintage ⁴</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>with OLS standard .errors</td>
<td>with White’s standard errors</td>
</tr>
<tr>
<td></td>
<td>1st outturn model-based</td>
<td>1st outturn model-based</td>
</tr>
<tr>
<td>ARIMA model</td>
<td>11.14 0.63</td>
<td>7.02 0.69</td>
</tr>
<tr>
<td>Leading indicators A (LIa)</td>
<td>10.82 -0.10</td>
<td>7.09 -0.09</td>
</tr>
<tr>
<td>Leading indicators B (LIb)</td>
<td>10.11 -0.16</td>
<td>8.02 -0.12</td>
</tr>
<tr>
<td>Leading indicators C (LIc)</td>
<td>10.83 0.02</td>
<td>7.58 0.02</td>
</tr>
<tr>
<td>Leading indicators D (LId)</td>
<td>10.65 -1.13</td>
<td>8.76 -0.79</td>
</tr>
<tr>
<td>Bridge model A (BMa)</td>
<td>5.98 3.00</td>
<td>3.11 2.12</td>
</tr>
<tr>
<td>Bridge model B (BMb)</td>
<td>5.94 1.76</td>
<td>3.97 1.67</td>
</tr>
<tr>
<td>Bridge model C (BMc)</td>
<td>6.42 3.07</td>
<td>3.32 1.85</td>
</tr>
<tr>
<td>Bridge model D (BMd)</td>
<td>5.60 1.96</td>
<td>3.59 1.82</td>
</tr>
<tr>
<td>ARIMA model</td>
<td>7.18 0.86</td>
<td>3.69 1.17</td>
</tr>
<tr>
<td>Leading indicators A (LIa)</td>
<td>6.77 1.02</td>
<td>3.55 0.94</td>
</tr>
<tr>
<td>Leading indicators B (LIb)</td>
<td>6.10 0.93</td>
<td>3.26 0.78</td>
</tr>
<tr>
<td>Leading indicators C (LIc)</td>
<td>6.80 1.10</td>
<td>3.61 1.04</td>
</tr>
<tr>
<td>Leading indicators D (LId)</td>
<td>6.07 1.03</td>
<td>3.42 0.85</td>
</tr>
<tr>
<td>Bridge model A (BMa)</td>
<td>2.97 3.15</td>
<td>1.64 2.35</td>
</tr>
<tr>
<td>Bridge model B (BMb)</td>
<td>3.10 2.12</td>
<td>1.90 1.89</td>
</tr>
<tr>
<td>Bridge model C (BMc)</td>
<td>3.58 2.53</td>
<td>2.24 2.32</td>
</tr>
<tr>
<td>Bridge model D (BMd)</td>
<td>2.65 2.60</td>
<td>1.56 2.14</td>
</tr>
</tbody>
</table>

(1°) Fair and Shiller (1990) test over the 1991 Q2 – 2004 Q3 period. t-statistics (H₀: the corresponding parameter is zero) are obtained from the OLS estimation of β (1st outturn) and γ (model-based) parameters in equation (1) using different standard error estimators: OLS, White (1980), and Newey and West (1987). (2°) Along the rows are listed the different models on which the forecasts are based (regressor “model-based”). (3°) The “actual” GDP growth in equation (1) is measured by the intermediate outturn. (4°) The “actual” GDP growth in equation (1) is measured by the latest available vintage.
The first row shows GDP log-levels: 1X and 1Z are alternative 1\textsuperscript{st} outturns (o=1), 4X and 4Z are the 4\textsuperscript{th} outturns (o=4), 8X and 8Z are the 8\textsuperscript{th} outturns (o=8), X67 is the latest-available (i.e. 67\textsuperscript{th}) vintage. The middle row shows the total revisions from the 1\textsuperscript{st} (4\textsuperscript{th}, 8\textsuperscript{th}) outturns to the latest available vintage (f=67). Finally, the plots in the last row show the corresponding (alternative) GDP quarterly growth rates by using the first-difference of log-levels: D(log(...)). Shading gives prominence to the periods between two consecutive benchmark revisions, see also Table 2.
Comparison of the fitting performance of alternative models

(a) Standard errors of rolling regressions by model

(b) Ratio of ARIMA, LI and BM standard errors on RW

(c) Standard errors of LI models A, B, C, D

(d) Standard errors of BM models A, B, C, D

(1) The standard errors of 530 rolling regressions are reported. Along the horizontal axes, the last observation of each regression is reported (the first observation being 80 quarters earlier). The shaded areas in the middle of each plot mark the end-periods of the rolling regressions belonging to the second block of GDP vintages.
(1) Along the horizontal axes, the last observation of each regression is reported (the first observation being 80 quarters earlier). The shaded areas in the middle of each plot mark the end-periods of the rolling regressions belonging to the second block of GDP vintages. The index of specification variability goes from 0 (when the model specification of vintage \(v\) is unchanged with respect to \(v-1\)) to 1 (when two subsequent specifications have no regressor in common).
Analysis of the advantages of updating specification and estimation from one vintage to the other

Plots (a), (b), (c): horizontal axes and shaded areas are described in Fig. 3; the ratios are \( \text{s.e.}_1/\text{s.e.}_1 - 1 \) and \( (\text{s.e.}_4/\text{s.e.}_4) - 1 \), where s.e. is the standard error of the regression (see Fig. 2), \( \text{s.e.}_1 \) and \( \text{s.e.}_4 \) are obtained from earlier specifications (of previous-quarter and previous-year vintages). Negative ratios are the cost of not updating the specification when a new vintage is available. Histogram (d): 1 (new specification and estimation for each vintage); 2-3 (only new estimation of respectively 1-quarter and 1-year earlier specifications); 4-5 (no re-estimation of 1-qrt and 1-y earlier specifications).